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Abstract—The Bidikmisi is a scholarship program from the 
Indonesian government that intended for students who are not 
economically capable, but they have good academic 
performance. In the implementation of the Bidikmisi 
scholarship program, there are indications of a problem, namely 
the condition of inaccurate allocation in the Bidikmisi 
scholarship that is accepted or unaccepted. The purpose of this 
study was to examine several comparison methods that were 
used to get the accuracy allocation of the Bidikmisi scholarship 
in East Java. These methods include random forest, SMOTE-
Bagging, and Bernoulli mixture model. Based on the AUC and 
g-mean values, the Bernoulli mixture method has a better 
proficiency than the random forest and SMOTE-Bagging. 

Keywords— AUC, bagging, Bernoulli mixture, g-mean, 
random forest, SMOTE. 

 

I. INTRODUCTION 
Bidikmisi is a scholarship program [1] that intended for 

students who are not economically capable with good 
academic performance. Economically incapacitated one of 
them is a student with middle and lower economic conditions, 
namely parental income divided by the number of dependents 
not more than Rp. 750,000 [2]. However, in the 
implementation of the Bidikmisi scholarship program there 
are indications of a problem, namely the inaccurate allocation 
conditions in receiving the Bidikmisi scholarship that is 
accepted or unaccepted, so in this case, an in-depth evaluation 
is needed. The use of classification method in data mining is 
an appropriate tools to be proposed here. 

Data mining is a method that is often used to find out 
hidden relationships between variables. One of the popular 
data mining methods is classification, where classification is a 
supervised approach that classifies students into known 
classes. Classification techniques have the purpose of finding 
a decision function that accurately predicts the class of testing 
data that comes from the same distribution function as the data 
for training. Therefore there are two conditions in the data 
class set, namely the balance and imbalance of the data. When 
a class exceeds the number of other classes, there is an 
imbalance data. The field of machine learning and data mining 
having the imbalances data have been identified as important 
issues. Bidikmisi data based on pre-processing results indicate 
the problem of imbalance class. Addressing the problem of 
imbalance data there are several approaches; i.e. the random 
forest which is a combination of bootstrap aggregating 
(bagging) methods [3] and random feature selection. It’s 
because almost all classifiers including the random forest 
assume an even distribution between observation classes, so 
when a dataset that has imbalance classes, the performance 
tends to give less than optimal result. Pangastuti [4] had 
conducted a study on imbalance dataset by combining 
boosting and bagging algorithms with the Synthetic Minority 
Oversampling Technique (SMOTE)  algorithm. The analysis 
results shown that the ensemble algorithm SMOTE-Boosting 
[5] and SMOTE-Bagging [6] gives better performance. 

There were two works that had already succeeded to 
studying the selection framework of the Bidikmisi dataset. 
These two works had been done by Latumakulita, et. al. [7] 
who had implemented Fuzzy Inferences System Approach, 
and Latumakulita and Usagawa [8] who had demonstrated the 
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work of the Combination of Back-Propagation Neural 
Network and Fuzzy Inference System Approaches. 

Another method that was recently used is Bayesian 
Bernoulli Mixture Regression Model carried out by Iriawan, 
et. el. [9], on Bidikmisi Scholarship acceptance in the 
Indonesian provinces. This modelling made by arranging 
clusters of Bidikmisi scholarship applicants that are accepted 
and not accepted and through the Bernoulli mixture regression 
model estimation is carried out for each cluster. This study had 
cucceeded to compare methods of Bayesian Bernoulli mixture 
regression models, dummy regression models, and 
polytomous regression models. The comparison results had 
shown that the Bayesian mixture Bernoulli regression model 
provides better classification accuracy than the dummy 
regression model and polytomous regression model. 

II. BACKGROUND 
In this research, we performed ensemble methods of the 

SMOTE-Bagging random forest and Bayesian Bernoulli 
mixture model to classify the Bidikmisi dataset. The Bidikmisi 
dataset was collected from the Bidikmisi database of 
Kemenristekdikti - Indonesia. This dataset evaluated by 
dividing data into two parts with stratified 10-fold cross-
validation. Model classification performance is obtained by 
the performance value of each iteration [10]. 

A. Methods 
This section showed the methods background about 

random forest, SMOTE-Bagging, and Bernoulli Mixture 
Model. The algorithm of each model can be seen in Fig.1, 
Fig.2, and Fig.3. 

• Random Forest 

In this research, we used random forest as a classical 
classification method. This method was begining to be 
widely discussed since the writing of Breiman [11] 
appeared in the Machine Learning journal. The random 
forest method is the development of the CART method, 
which is by applying the bootstrap aggregating (bagging) 
and random feature selection methods. Simply put, 
random forest formation algorithms can be mentioned as 
follows. Suppose we have n training data and p predictors 
variables. The stages of preparation and estimation using 
random forest is shown in Fig.1. 

Random Forest Algorithm: 

1. Pull with the replacement of a random sample  
size n from training data (Bootstrap stage). 

2. Using the bootstrap example, the tree is built to 
reach the maximum size (without replacement). 

3. Arrange the tree based on the data, but at each 
separation process select randomly m < p 
explanatory variables, and do the best separation 
(random sub-setting stage). 

4. Repeat steps 1-3 until the forest consisting of only 
one tree is formed. 

5. Conduct a combined estimation based on the one 
tree (for example using majority vote in the case of 
classification or average for regression cases).

Fig. 1. Random Forest Algorithm 

 

 

• SMOTE-Bagging 

SMOTE-Bagging is a blended algorithm between SMOTE 
and Bagging algorithms. The construction of a subset in the 
SMOTE-Bagging method involves the generation of 
composite data [12]. SMOTE was first introduced by [5], is 
one of the oversampling methods. Synthetic data is generated 
by SMOTE until the amount of minor data is equivalent with 
the major data. Based on SMOTE-Bagging, before the model 
is formed, SMOTE does its duty by bootstrapping process 
balances for each subset. Based on two parameters, namely the 
number of oversampling (N) minority classes and closest 
neighbors can be made as synthetic data. Total oversampling 
is decided in such a way that the number of major classes and 
minor classes is balanced. The SMOTE-Bagging algorithm is 
displayed in Fig.2. 

SMOTE-Bagging Algorithm: 

1. Initiation of training data D 

2. For t = 1, …, T 

a. Creating a Dt dataset using minor class (N) 
resample with returns, where N is a multiple 
of 100%; 

b. Generalizing new data with SMOTE; 
c. Get a special classifier: H : Dt � R with the 

algorithm that has been given based on the 
original training data Dt; 

3. The combination of the H classifier is made as a 
special classification aggregation: t = 1, …, T and 
an example are classified into cj class according to 
the number of votes obtained from the specific 
classifications; 

( ) ( )
1

, ,
T

i j t t i j
t

H d c sign H d cα
=

� �= � �
� �
�                     (1) 

where tα is .... and id  is ... 

Fig. 2. SMOTE-Bagging Algorithm 

• Bernoulli Mixture Model (BMM) 
BMM was first performed by [13]. On Cancer and 
Schizophrenia [14-16] and Machine Learning research 
[17,18]. The Gibbs sampler is employed to generate the 
estimated parameters in BMM by using univariate 
conditional distribution by the steps given in Fig. 2. 

Gibbs Sampler for BMM Algorithm: 
Given '

1 2( , ,..., )d= Θ Θ Θ�  '( ,..., , )L= 1� � �   
1. Determine the initial values (0)� . 

2. For 1, 2,...,b B=  repeat the following steps 

a. ( 1)b−=� �   

b. For 1,...,j d=  renew jΘ  from 

\( | )~ ,j j jfΘ Θ � y   
where \( | , )j jf Θ � y  is a full conditional posterior 

distribution and  
\ 1 1 1( ,... , , ,... , )B

j j j d− += Θ Θ Θ Θ�                       (2) 

c. Set b =( )� �  and save it as the generated set of 
values at b + 1 iteration. 

Fig. 3. Gibbs Sampler Algorithm for BMM 
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Fig.4. shows the prediction parameter of BMM with two 
mixture components. The formation of the BMM model is 
depict using a WinBUGS doodle. 

 

Fig. 4. Bernoulli Mixture Model Doodle 

B. Performance Evaluation Classification Methods 
Actual data and predictive data from the classification 

model are presented using a Confusion matrix containing 
information about the actual data class represented as the 
matrix row and the prediction data class as the column [20]. In 
the case of an imbalance class where the majority class is 98-
99% of the total population, the results of the classification 
will achieve high accuracy because they only see the majority 
class. It is clear that for imbalance cases, the standard criteria 
measurement cannot be fulfilled by the classification 
accuracy. Area Under Curve (AUC) and metrics as precision 
are displayed, as well as using F-values to determine the 
proficiency of algorithms in minority classes. To evaluate the 
performance of the method as a whole, geometric mean 
(G_mean) and AUC analysis could be used. G_mean 
represents a geometric mean of Sensitivity and Specificity. 

TN
Specificity

(TN+FP)
=    (3) 

TP
Sensitivity

(TP+FN)
=    (4) 

G_mean Sensitivity × Specificity=   (5) 

AUC provides a single size classifier performance for 
evaluating which models are better on average. AUC value is 
obtained by calculating the value of the true positive rate 
(TPR) that is the number of objects in the positive class that is 
classified correctly and the false positive rate (FPR) is the 
number of objects in the positive class that is incorrectly 
classified. 

TP
TPR=

(TP+FN)
    (6) 

TNFPR=1
(TN+FP)

−     (7) 

1 + TPR - FPRAUC
2

=     (8) 

C. Pre-Processing 
Identification of the formation of the Bernoulli Mixture 

distribution is given through the pre-processing stage as 
follows: 

Step 1.  Use the Y variable 
Step 2.  Pick covariate "father’s income", "mother’s in-

come", and "family dependent" 
Step 3.  Define covariate "Characterization Category 

(CC)" by joining the amount of "father’s income" 
and "mother’s income" divided by "the number of 
family dependents" 

Step 4.  Provide coding for CC based on the criteria as 
follows: 
0 =  category of wealthy family with                 

CC> Rp. 750,000 per head in the family 
1 =  category of poor families with                  

CC <Rp. 750,000 per head in the family 
Step 5.  Fit the variable Y with CC in Step 4 to the 

Acceptance Condition (AC) with the Bidikmisi 
acceptance classification table given in TABLE I. 

 
 

TABLE I.  COMPONENTS MIXTURE OF BIDIKMISI SCHOLARSHIP  
 

Y CC AC Condition Interpretation 

1 0 0 Wrong Acceptance Condition is wrong (Y = 1 
and CC=0)  

0 1 0 Wrong Acceptance Condition is wrong (Y = 0 
and CC=1)  

1 1 1 Right Acceptance Condition is Right (Y = 1 
and CC=1) 

0 0 1 Right Acceptance Condition is Right (Y = 0 
and CC=0)  

 
The pre-processing show that Y is Bernoulli mixed 
distribution with two components, namely the component of 
the wrong acceptance conditions and the components of the 
correct acceptance conditions.  

D. Research Variables and Flowchart 
Response variable (Y) and the predictor variable (X) used 

in this research are shown in TABLE II. 

TABLE II.  SUMMARY OF THE BIDIKMISI DATASET 

Variable & 
Description Data Scale Dummy Variables 

Y (acceptance status) Category 1 = Accepted, 0 = Not accepted. 

X1 (Father's job) Nominal 

4 Dummy Variables:d11, d12, d13 and d14,
where  

d11 = 1, if father’s job is farmer, 
fisherman or others job which 
relate with agriculture or others 
job which relate with agriculture, 
and d11 = 0, otherwise. 

       d12 = 1, if father’s job is a civil 
servant, police, or army. d12 = 0, 
otherwise.  

       d13 = 1, if father’s job is an 
entrepreneur. d13 = 0, otherwise. 

       d14 = 1, if father’s job is a private 
employee. d14 = 0, otherwise 

 

X2 (Mother’s Job) Nominal 

4 Dummy Variables: d21, d22, d23 and d24, 
where  

d21 = 1, if mother’s job is a farmer, 
fisherman or others job which 
relate with agriculture and d21 = 0, 
otherwise. 
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Variable & 
Description Data Scale Dummy Variables 

        d22 = 1, if mother’s job is a civil 
servant, police, or army. d22 = 0, 
otherwise. 

       d23 = 1, if mother’s job is an 
entrepreneur. d23 = 0, otherwise. 

        d24 = 1, if mother’s job is a private 
employee. d24 = 0, otherwise. 

 

X3 (Father's 
Education) Nominal 

3 Dummy Variables: d31, d32, and d33, 
where 
        d31 = 1, if father's education is not 

continue to school. d31 = 0, 
otherwise. 

        d32 = 1, if father's education is an 
elementary, junior high or senior 
high school graduate level. d32 = 0, 
otherwise. 

       d33 = 1, if father's education is a 
higher education level. d33 = 0, 
otherwise. 

 

X4 (Mother's 
Education) Nominal 

3 Dummy Variables: d41, d42, and d43, 
where 
        d41 = 1, if mother's education is 

not continue to school. d41 = 0, 
otherwise. 

        d42 = 1, if mother's education is an 
elementary, junior high or senior 
high school graduate level. d42 = 0, 
otherwise. 

       d43 = 1, if mother's education is a 
higher education level. d43 = 0, 
otherwise. 

X5 (Ownership of 
Family Homes) Nominal 

2 Dummy Variables: d51 and d52, where 
d51 = Homeless 
d52 = Rent (Annually, Monthly) and 

hitchhike 

X6 (Land Area of 
Family Homes) Nominal 

2 Dummy Variables: d61 and d62, where 
d61 = 25-50 m2 
d62  = 50-99 m2 

X7 (The Extent of 
Family Residential 
Buildings) 

Nominal 
2 Dummy Variables:  
d71 = 25-50 m2

 

d72 = 50-99 m2
 

X8 (Ownership of 
Toilet Washing 
Facilities) 

Nominal 1 Dummy Variable: 
d8 = Sharing 

X9 (Water source 
used by the family) Nominal 1 Dummy Variable:  

d9 = Wells, Rivers / Springs 

X10(Number of 
Families in the 
Household (Per 
person)) 

Ratio  

X11 (City Distance 
(Kilometer)) Ratio  

X12 (4th-semester 
ranking) Nominal 

2 Dummy Variables: 
d12_1 = Rangking 1 - 20 
d12_2 = Rangking 21 - 40 

X13 (5th-semester 
ranking) Nominal 

2 Dummy Variables: 
d13_1 = Rangking 1 - 20 
d13_2 = Rangking 21 - 40 

 

The classification analysis steps using random forest, 
SMOTE-Bagging, and Bernoulli mixture model, are given as 
the following research flowchart shown Fig.5. 

III. RESULTS AND DISCUSSION 
In this passage, we implement the Bidikmisi dataset which 

has binary classes. Table III summarizes the characteristics of 

the Bidikmisi dataset: the number of examples (Example), 
quantity of attributes (Attribute), the number of each class, and 
the imbalance-ratio (IR). We have gained the AUC and 
G_mean metric estimates by averaging the stratified cross-
validation 10-folds.  

 

 
Fig. 5. Research Flowchat 

TABLE III.  SUMMARY OF THE BIDIKMISI DATASET 

Data  Set Example Attribute Class(Min;Max) IR 

Bidikmisi 41937 29 (10654;31283) 2.94 

 

In a binary classification problem, on the other hand, the 
labels are either positive or negative. The decision made by 
the classifier can be represented as a 2x2 confusion matrix. In 
general, use evaluation metrics to determine accuracy results, 
but this measurement is not suitable for evaluating the 
imbalanced dataset. Performance evaluation for Bidikmisi 
classification, therefore, was performed with several criteria. 
The AUCs in TABLE IV show that for dataset that combined 
with SMOTE is able to improve over under bagging with 
random forest as the base classifier. 

The same conclusion obtained from G_mean, that 
combines true negative rate and true positive rate, where both 
the errors are considered equal. As we can see in TABLE V 
that the G-mean of SMOTE-Bagging method has higher value 
than other methods. Thus, the SMOTE approach provides an 
improvement in performance. It could be said that the method 
was quite successful in taking advantage of bagging algorithm 
couple with SMOTE. It can be said that the bagging affect the 
accuracy of random forest by focusing on all data classes, and 
the SMOTE algorithm changes the performance value of 
random forest only in the minority classes. 

TABLE IV.  AUC OF THE BIDIKMISI DATASET WITH THREE METHODS 

Model 
Mean of Performance Classification 

with Tree = 50 
G_mean (%) AUC (%) 

Random Forest 10.889 53.728 

SMOTE-Bagging 32.320 56.265 
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TABLE V.  G-MEAN OF THE BIDIKMISI DATASET WITH THREE METHODS 

Model 
Mean of Performance Classification 

with Tree = 100 
G_mean (%) AUC (%) 

Random Forest 9.524 52.857 

SMOTE-Bagging 27.622 56.441 

 

The comparison of several methods; i.e. random forest, 
under bagging, SMOTE-Bagging, and Bernoulli mixture 
model are then done on their optimum model. The 
performance of the classification method which includes             
G_mean and AUC shown in TABLE VI. The result 
demonstrates that the Bernoulli mixture model gives higher 
value of G_mean and AUC than other methods, with 44.748% 
and 75.094%. SMOTE-Bagging as an ensemble method gives 
32.02% of G_mean and AUC 56.441%. It can be said that over 
bagging is quite successful than classic and under bagging 
methods, because the SMOTE algorithm improves the 
proficiency of the classifier only on the minority classes of the 
data observation. 

TABLE VI.  PERFORMANCE OF THE METHODS 

Model 
Mean of Performance Classification 

G_mean (%) AUC (%) 

Random Forest 10.889 53.728 

SMOTE-Bagging 32.320 56.441 

Bernoulli Mixture 44.748 75.094 

 
This study is an in-depth evaluation carried out to analyze 
Bidikmisi dataset, which had imbalance class problems. 
Therefore, a number of classification methods had been 
compared, namely random forest which is a combination of 
bootstrap aggregating (bagging) methods with the SMOTE-
Bagging method and the Bayesian approach method on the 
Bernoulli Mixture distribution data. Based on the AUC and 
G_mean values, the Bernoulli mixture method has a better 
performance compared to the random forest and SMOTE-
Bagging. 
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