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ABSTRACT 
 
Research on the detection of social media content, 
especially Twitter, has been done. Twitter content 
detection is based on classifying content or words 
made by users (tweets) into two groups, namely 
positive and negative. Research to detect negative 
content or harsh words in Indonesian tweets is still 
rare. There are several studies that have been 
conducted, the detection of negative words is only 
limited to certain categories, such as pornography, hate 
speech, and others, so that if the negative word only 
includes one category, then if there are other negative 
words that do not belong to that category,  this word 
will not be detected. This is a challenge for researchers 
to classify texts in Indonesian. In some research, to be 
able to detect and separate negative words and positive 
words in Indonesian, the Naive Bayes (NB) and 
Support Vector Machine (SVM) proved to produce 
better performance among other algorithms. Therefore, 
this paper aims to analyze the comparison of the results 
that have been achieved about detecting negative 
content on Indonesian twitter using NB and SVM. 
First, this paper will briefly explain the NB and SVM, 
then proceed with an explanation of the general 
research framework that has been carried out. In the 
results and discussion section, a comparison of the 
results achieved by existing researchers is explained. 
And based on these results, another approach will be 
proposed to detect negative content on Indonesian 
twitter. 
 
Key words : Indonesian twitter, text classification, 
Naive Bayes, Support Vector Machine 
 
 
1. INTRODUCTION 
 
Nowadays social media sites are the most popular 
destination for internet surfers. Some are even very 
interesting and often visited by a wide audience [1]. 
Based on a survey of social media in 2018 [2], ranking 
first in social media applications is Facebook, which 
has 2.07 billion active users, and then followed by 
Instagram (800 million), Twitter (330 million), 
LinkedIn (500 million), Pinterest (200 million), and 
also Snap-Chat (178 million). 
 

Social media was originally intended to facilitate users 
to exchange ideas, opinions, information, and respond 
to problems that occur. With the growing popularity of 
social media, new digital platforms continue to be 
developed and used where individuals interact and 
share information in the form of news and opinions [3]. 
People can actively express their opinions about 
products on social media, blogs, and comments on the 
websites visited [4, 5]. Social media also provides 
various services for the users [6]. But this also becomes 
a tool to disseminate other negative and destructive 
things through various content on social media. 
 
Indonesia is one of the countries with the largest 
number of social media users. According to the 
Ministry of Communication and Information written in 
Indonesian web news, in 2013, the number of 
Indonesian Twitter users was 19.5 million [7]. Twitter 
is one of the fastest-growing social media in Indonesia. 
Twitter is familiar to school-age teenagers, even 
elementary schools. This is a social problem in 
Indonesia [8], that children also have gadgets and they 
have social media accounts, most of which have 
twitter, to figures in the class of government officials 
until the president, and political figures also use twitter. 
With the many Twitter users in Indonesia, it has the 
effect of the possibility of uncontrolled communication 
in the use of words or the number of netizens who 
communicate in abusive languages. Therefore, a tool is 
needed that can detect and state that the words written 
in their tweets are included in positive or negative 
content. This is to protect fellow Twitter users 
themselves and so that people can be wiser in sharing 
news through Twitter. 
 
Research on the detection of abusive or negative 
language content on social media has carried out in 
recent years. By observing the written text, we can 
determine the direction of sentiment that is addressed 
in that opinion, whether it involves emotions and leads 
to negative sentiments or towards positive [9]. Turaob 
et al. [10] researched on the detection of abusive 
language in Thai. This research uses a dataset of posts 
and comments on Facebook. And as a text 
classification algorithm, using Multinomial Naive 
Bayes (MNB). Chen et al. [11], in their research, 
emphasized the importance of classifying coarse 
language on social media so that what is conveyed 
through social media becomes better and more friendly  
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for children and adolescents. They conducted research 
using datasets taken from English Youtube comments 
and used Naive Bayes (NB) and Support Vector 
Machine (SVM) as classifiers. 
 
Meanwhile, research on the detection of Indonesian 
negative content or abusive language on social media is 
still rare. However, there are some researchers have 
classified texts on Indonesian social media. Wongso et 
al. [12] conducted researched on text classification on 
Indonesian language news. As a dataset was news text 
taken from Indonesian language news web pages and 
using TF-IDF and Singular Value Decomposition 
(SVD) for feature extraction.  Alfina et al. [13] 
researched the detection of hate speech in Indonesian. 
This research used datasets taken from Indonesian 
twitter and uses Naive Bayes (NB), Support Vector 
Machine (SVM), Bayesian Logistic Regression, and 
Random Forest Decision Tree (RFDT) as its text 
classification algorithm. And other researchers who 
examined negative content in Indonesian obtained the 
NB and SVM can produce a good level of accuracy, as 
will be discussed in this paper. 
 
This paper presents a Comparative Analysis of Text 
Classification Using Naive Bayes and Support Vector 
Machine in Detecting Negative Content in Indonesian 
Twitter to explain the comparison of several studies 
that have been done before, about the detection of 
negative words in Indonesian using the two algorithms 
above. Evaluation of the algorithm in text 
classification, used various parameters, namely 
accuracy, precision, recall, and F1-score. This paper is 
organized follows: Section 2 explains the text 
classification algorithm that is widely used by negative 
content researchers in Indonesian, namely Naive Bayes 
and Support Vector Machine. Section 3 describes the 
research framework that was carried out in the text 
classification on Indonesian twitter. Section 4 discusses 
the comparison of the results that have been obtained 
by the researchers. And the conclusions are presented 
in Section 5. 
 
 
2. TEXT CLASSIFICATION 

 
Text classification is the process of recognizing text 
documents into two or more categories [14]. The most 
common form is binary classification, or classifying 
text in documents into only two categories. Text 
classification is often the first step in processing 
documents and then the document is further processed. 
However, text classification can also be the only 
process that is the purpose of research in text 
documents. An example that is often encountered is 
spam filtering. The purpose of text classification is not 
only to extract information from text. The basic 
approach of text classification is to get a feature set 
from extracting features that it can obtain a general 
description of the text in a document, and then apply a 
certain algorithm to group the text into appropriate 
categories according to the research objectives [9]. 
 
 

 
2.1. Naive Bayes 
 
Text classification using the Naive Bayes algorithm is 
a probabilistic classification based on the Bayes 
Theorem assuming that no words are related to each 
other (each word is independent) [12]-[15]. First step is 
to calculate the probability of each class: 
 

ܲ(ܿ) = ௙೎
௙೏

     (1) 
 
Where fc is the number of training document(s) labeled 
with c class and fd is the number of all training 
documents. Then, the probability of the document for 
each class is calculated by this formula: 
 

ܲ(ܿ|݀) = ܲ(ܿ)∏ ௜௡ݔ)ܲ
௜ୀଵ ∈ ݀|ܿ)  (2) 

 
From the formula above, the class with the highest 
probability results will be assigned as class d for the 
document. 
 
2.2. Support Vector Machine (SVM) 
 
The concept of SVM can be explained simply as an 
effort to find the best hyperplane that functions as a 
separator of two classes in input space [16]-[17]. 
Patterns that are members of two classes: +1 and -1 and 
share discrimination boundaries. Margin is the distance 
between the hyperplane and the closest pattern of each 
class. This closest pattern is called support vector. The 
effort to find the location of the hyperplane is the core 
of the learning process in SVM. The available data is 
denoted as D={(xi, yi), (xi, yi)}, xi∈ Rn, while the labels 
are denoted yi∈ {- 1, + 1} for i=1,2, ..., l, which l is the 
amount of data. It is assumed that the two classes -1 
and +1 can be completely separated by a dimension d 
hyperplane, which is defined in the following formula : 
  

்߱ .ܺ + ܾ = 0   (3) 
 
Patterns that belong to class -1 (negative samples) can 
be formulated as a pattern that satisfies the following 
inequalities: 

்߱ .ܺ + ܾ ≤ −1  (4) 
 
While the pattern that includes class +1 (positive 
sample) satisfies the following inequalities: 
 

்߱ 	.ܺ + ܾ ≥ +1  (5) 
 
3. FRAMEWORK OF TEXT CLASSIFICATION 
 
In each text classification research, each document is 
always converted into the smallest unit of words or 
terms before being processed with a text classification 
algorithm. The process of downloading document data 
from the beginning to processing by the text 
classification algorithm, generally through a sequence 
written as a research framework as follows: 
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Figure 1: Research framework 
 
As shown in Figure 1 above, research begins by 
downloading data in a tweet or news from Twitter 
using a tool provided by Twitter, namely: Application 
Programming Interface (API) [18]-[19]-[20]-[21]. 
Twitter was chosen as the source of data in this study 
because of reasons such as tweets generally public and 
short (140-280 characters). By utilizing the API, the 
application is made to retrieve tweet data from Twitter, 
based on keywords in the form of negative words in 
Indonesian, then save them into the database. In other 
research, data was also taken from sources other than 
Twitter, for example by crawling Indonesian websites 
containing negative words [20]-[22]. This test is done 
to assess the performance of text classification 
algorithms that are being researched can apply in 
general. 
 
After collecting datasets, data is filtered by deleting the 
same or duplicated tweets and simultaneously labeling 
the data into 2 labels, namely: negative and positive 
content. And after the labeling process, the next step is 
data pre-processing and normalization of text, which is 
to ensure that text in the form of tokens that will be 
processed in the text classification algorithm will be 
verified as words in Indonesian. The pre-processing 
and normalization steps are responsible for cleaning 
inputs and converting data into forms that can be used 
by the text classification algorithm [23]. The pre-
processing consists of case-folding, tokenizing, and 
stopword remover. 
 

Case-folding is the process to convert all documents 
into lowercase. And tokenizing is the process of 
deciphering the original description in the form of 
sentences into words by removing punctuation 
characters between two sentences, such as dot (.), 
comma (,), and space. The tokenizing process also 
deletes several unnecessary attributes in tweetes such 
as username, re-tweet (RT), uniform resource locator 
(URL) address, hashtag (#), and emoticons from the 
dataset. While stopword remover is removing 
vocabulary that is not a feature (unique word) of a 
document.  For example "di", "oleh", "pada", "sebuah", 
"karena" and so on. Before the stopword removal 
process is done, a stopword list must be created. If 
included in the stoplist, the words will be removed 
from the description so that the words left in the 
description are considered words that characterize the 
contents of a document or keywords. Stopword 
remover aims to make dataset/tokens processed by the 
text classification algorithm smaller in size [12]-[13]-
[19]-[20]-[21]. 
 
The next step is feature extraction which aims to get 
words that will be processed in text classification, in 
the form of original vocabulary from an Indonesian 
dictionary. The challenge in Indonesian text 
classification is that Twitter users write their tweets in 
various forms. There are formal forms of tweets, but 
many are informal (slang), deleted vowels, excessive 
vocal repetitions, consonant replacements with other 
consonants that have sound similarities, letters replaced 
with numbers, or vocabulary usage from foreign 
languages. Repeated writing of vocals or letters usually 
shows or expresses the feelings/emotions or mood of 
the author. This feeling is caused by the events or 
events he wrote or because of the closeness of the 
relationship between the existing users, both 
individuals, and groups [25]. 
 
To make improvements to informal word forms or 
slang, a slang dictionary is arranged. Likewise, for the 
use of foreign language vocabulary, to make 
improvements to words before being processed in an 
algorithm, it is necessary to build a dictionary of 
foreign words that are often used by Indonesian users. 
The meaning of the actual word can be found in this 
dictionary. And then to detect the form of words from 
slang words and words in foreign languages, word n-
grams are used, namely, word unigram and word 
bigrams [13]-[20]-[21]. Whereas to be able to detect 
deleted vowel writing, excessive vocal repetition, 
consonant replacements with other consonants that 
have sound similarity, and substitution of letters with 
numbers, is to use n-gram char, namely char trigrams 
and char quadgrams, so that letters are written 
incorrectly can be found and replaced with the actual 
word [21]. 
 
Then, the next step is weighting each word using the 
TF-IDF method [10]-[12]-[19]-[20]-[22]. TF-IDF is a 
statistical measure used to evaluate how important a 
word is in a document or in a group of words. The 
frequency of occurrence of words in a given document 
shows how important the word is in the document. 
Word weight is greater if it often appears in documents 
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and gets smaller if it appears in many documents. 
Wongso et al. [12] also use Singular Value 
Decomposition (SVD) to complete the TF-IDF 
performance. The purpose of using this SVD is used to 
reduce data dimensions that are too large. And Izzah et 
al. [20] added using the Most Common Porn words 
(MCP) and the Most Common Non-Porn words 
(MCNP) as feature extraction. 
 
After that, the process continued with the classification 
of text using the Naive Bayes or SVM algorithm. 
Naive Bayes can calculate probability values and can 
be used to determine a word including negative or 
positive. While SVM can separate 2 classes by drawing 
a hyperplane with a maximum margin value so that it 
can be used to determine the negative or positive class. 
The performance of the two algorithms is measured by 
calculating the values of accuracy, precision, recall, 
and F1-score. 
 
4. RESULT AND DISCUSSION 
 
The following are the results of several methods that 
have been used to detect negative content on 
Indonesian twitter. To observe the performance of the 
algorithms used, we also include research on text 
classifications on Indonesian language news websites. 

Table 1: The methods for Indonesian text classification 

Problem Method Feature extraction Objectives 

Text 
classification 
in Indonesian 
news articles 
[12] 

- Multinomial Naive 
Bayes (MNB) 

- Bernoulli Multivariate 
Naive Bayes (BNB) 

- Gaussian Naive Bayes 
(GNB) 

- Support Vector Machine 
(SVM) 

TF-IDF, SVD, and 
combination of 
them 

Classify texts in 
Indonesian news into 
five labels, namely 
economy, health, 
technology, sports, 
and politics 

Identify 
pornographic 
text on twitter 
that is written 
multilingual 
[19] 

- Decision Tree (DT) 
- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 

TF-IDF Classify texts written 
in multilingual so that 
using datasets in 
Indonesian, English, 
and a mixture of both 

Classification 
pornography 
content on 
twitter [20] 

- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 

TF-IDF, word 
unigram, bigrams, 
MCP, MCNP, and 
combination of 
them 

Classify words into 
two labels, porn and 
non-porn 

Detection of 
abusive 
language in 
Indonesian 
social media 
[21] 

- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 
- Random Forest Decision 

Tree (RFDT) 

Word unigram, 
bigrams, trigrams, 
char trigrams, 
quadgrams, and 
combination of 
them 

Classify words into 
three labels:not 
abusive, abusive but 
not offensive and 
offensive. And two 
classification labels 
are not abusive and 
abusive 

 
As seen in Table 1, some research has used Naive 
Bayes and SVM algorithms for the classification of 
Indonesian twitter text and gives good results. 
Likewise the use of these algorithms to classify news 
on Indonesian language news websites. And the results 
of the experiments can be seen in Table 2 below: 
 

Table 2: Experimental results 

Problem Method Evaluation 
parameters 

Results 

Text 
classification in 
Indonesian news 
articles [12] 

- Multinomial Naive 
Bayes (MNB) 

- Bernoulli Multivariate 
Naive Bayes (BNB) 

- Gaussian Naive Bayes 
(GNB) 

- Support Vector Machine 
(SVM) 

Precision and 
recall 

- Precision=98,4%, 
recall=98,4% using 
combination of MNB 
with TF-IDF 

- Precision=98,2%, 
recall=98,2% using 
combination of  BNB 
with TF-IDF 

- Precision=97,94%, 

recall=97,90% using 
combination of SVM 
with TF-IDF 

Identify 
pornographic 
text on twitter 
that is written 
multilingual [19] 

- Decision Tree (DT) 
- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 

Accuracy and 
k-fold cross 
validation 

Indonesian datasets: 
- The highest 

accuracy=94,01% using 
NB at k-9 

- The average 
accuracy=92,78% 

- The SVM highest 
accuracy=88,99% at k-3

- The average 
accuracy=87,60% 

English datasets: 
- The highest 

accuracy=85% using 
SVM at k-4 

- The average 
accuracy=83,33% 

- The NB highest 
accuracy=84,50% at k-4

- The average 
accuracy=82,22% 

Classification 
pornography 
content on 
twitter [20] 

- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 

F1-score 
Precision, 
recall, F1-
score for the 
best 
combination 

- F1-score=90,83% at k-
10 using combination of 
NB with word 
unigram+word 
bigram+TF-IDF 

- Precision=96,01%, and 
recall=86,98%, and F1-
score=91,14%  at k-10 
using combination of 
SVM with word 
unigram+word 
bigram+TF-
IDF+MCP+MNCP) 

Detection of 
abusive 
language in 
Indonesian 
social media 
[21] 

- Naive Bayes (NB) 
- Support Vector Machine 

(SVM) 
- Random Forest Decision 

Tree (RFDT) 

F1-score - Three classes: 
F1-score=70,06% using 
combination of NB with 
word unigram+word 
bigrams 
F1-score=67,48% using 
combination of SVM 
with word unigram 

- Two classes: 
F1-score=86,43% using 
combination of NB with 
word unigram 
F1-score=83,94% using 
combination of SVM 
with word unigram 

 
In research on the classification of Indonesian language 
news texts, news groupings into 5 categories, namely 
economic, health, technology, sports, and politics, the 
dataset used is news from Indonesian websites. In this 
research, as can be seen in Table 1, Wongso et al. [12] 
used TF-IDF and Singular Value Decomposition 
(SVD) for the features extraction. SVD is used to 
reduce data dimensions that are too large. The text 
classification algorithm used is Naive Bayes, which 
consists of Multinomial Naive Bayes (MNB), 
Multivariate Bernoulli Naive Bayes (BNB), and 
Gaussian Naive Bayes (GNB), and also uses Support 
Vector Machine. This research resulted in the 
combination of TF-IDF and MNB achieving the 
highest precision and recall values, which was around 
98.4% followed by TF-IDF and BNB, which was 
around 98.2%. This result is supported by other studies 
that MNB tends to be better at the level of precision 
and recall than BNB if the dataset contains a large 
amount of vocabulary. 
 
Whereas the other combinations, namely TF-IDF and 
GNB and the combination of TF-IDF and SVD and 
MNB, give the wrong results. The process of using a 
combination of TF-IDF and GNB results in an error. 
While the results given by a combination of TF-IDF 
and SVD and MNB cannot meet the requirements for 
the running of the MNB algorithm. MNB cannot 
process vectors that have negative values. While the 
combination of TF-IDF and SVD and GNB gave the 
worst results because the data in the experiment was 
not continuous. GNB relies on the assumption that 
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continuous values associated with each class are 
distributed according to the Gaussian Distribution. 
The use of SVD in this research does not aim to 
increase accuracy but to compensate for large 
processing times while maintaining good algorithm 
performance. In this research, SVD is not able to 
influence the performance of algorithms to be better 
like other existing research. The feature reduced by 
SVD causes a loss of its unique value which is a 
representation of data in a document. And 
consequently further in reducing the accuracy of the 
algorithm used. SVD is supported to make extraction 
of information more efficient but does not always 
perform well. In addition to measuring algorithm 
performance from precision and recall, it is also 
measured from processing time. The combination of 
TF-IDF and MNB produces the fastest processing time. 
 
Another case with research using multilingual, in this 
case the dataset used is twitter in Indonesian, English, 
and a mixture of Indonesian and English as well as 
often written in tweets of users from Indonesia [19]. 
This research is done by dividing the dataset with 
different parameters on the composition of training and 
testing data. The method used is K-Folds Cross-
Validation with k = 2 to k = 10. The aim is to 
determine the optimal fold value for the classification 
of pornographic tweets. The results show that the 
composition of training and testing data affects the 
accuracy. 
 
The experimental results are shown in Table 2, for the 
dataset in Indonesian, the classification method that has 
the best accuracy is Decision Tree of 94.49%, using a 
comparison of training and testing data at k-7. In the 
Naive Bayes method, the highest accuracy value is in 
k-9 of 94.01%. And SVM produces the best accuracy 
in k-3 of 88.99%. and this results in the most optimal 
average accuracy value of 92.78%. 
 
In the dataset in English, the SVM has the highest 
average accuracy value of 83.33% compared to the 
other two classification methods. In the Naive Bayes, 
the highest accuracy is in multiples of 2, the Decision 
Tree at k-3, while the SVM at k-4. In the Indonesian 
English Language dataset, the highest average 
accuracy value produced by the SVM is 72.72%. The 
highest accuracy value was generated by the Naive 
Bayes at k-7, the Decision Tree at k-10, while SVM at 
k-8. 
 
The level of accuracy of text classifiers is influenced 
by differences in the composition of training and 
testing data. The greater the number of multiples that 
indicate the more amount of training data, causing the 
value of accuracy tends to decrease. 
 
For Indonesian datasets, SVM produces the lowest 
accuracy value of the other two methods. This is 
because grammar in Indonesian is more complex than 
English grammar which has special rules for writing 
certain sentence patterns. And this is also in line with 
previous research, that classification tests involving 
Indonesian and English datasets, using SVM also 
produce lower accuracy for Indonesian datasets. 

Besides being caused by more complicated Indonesian 
grammar, datasets obtained from Indonesian twitter 
users also affect the accuracy of the results. Indonesian 
twitter users tend to use non-standard and informal 
words, so that in the pre-processing process after word 
cleaning and standardization, the tokens/words 
produced do not match the dictionary. 
 
While Izzah et al. [20] detected negative content, in 
case, pornographic words, which are on twitter. The 
dataset used in addition to twitter is also an 
Indonesian website. Some combinations of features 
extraction used are unigram, unigram + bigrams, 
TF-IDF, the most common pornographical words 
(MCP), and the most common non-pornographical 
words (MCNP). And the algorithms used are NB 
and SVM. 
 
As shown in Tabel 2, the highest F1-score produced 
by the SVM algorithm was 91,14%. F1-score is 
obtained if SVM is combined with Unigram + 
Bigrams + MCP + MCNP + TF-IDF. Precision 
values are 96.01% and recall is 86.98%. While the 
NB algorithm only produces an F1-score of 89.04%. 
NB produced the highest F1-score of 90.83% with 
feature extraction using a combination of Unigram + 
Bigrams + TF-IDF. This model was also tested 
using various K-fold Validations and got the highest 
score on k-10. And they use balanced data in the 
second experiment. Based on the experimental 
results on balanced data, the F1-score from the 
model increased by 0.84% to 91.98%. This happens 
because the features of the two classes are balanced, 
so the classification algorithm can classify into the 
appropriate class easily. 
 
Then, to observe whether the algorithm used applies 
generally, an algorithm is tested using a dataset 
from the website. Experiments on the dataset from 
this website show that the SVM algorithm can 
achieve a high precision value of 98.33%. This is 
because the words that appear most often in the 
previous experimental dataset also exist in the 
current dataset. The reset should be done on the 
dataset. In this experiment, the recall value was 81% 
and F1-score was 84.73%. 
 
And the other research shows that to detect abusive 
words that include all abusive words, dirty words, 
hate speech, and various other abusive words in 
Indonesian, a new modification is needed in the 
dataset. Ibrohim et al. [21] classifies abusive words 
by introducing new datasets. They divided abusive 
words into several types so that they included most 
of the negative words that often appeared on 
Indonesian twitter. And in this research, they 
conducted two experimental scenarios. In the first 
scenario, dividing tweets becomes three classes: not 
abusive, abusive not offensive and offensive. This is 
done following the explanation from previous 
Indonesian language research, that abusive words is 
not always an offensive. For the second scenario, 
only classifies the dataset into two classes that are 
not abusive and abusive to find out whether the 
classification results would be better if only 
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classifying two labels. In this scenario, tweets 
labeled abusive but not offensive and offensive 
language will be labeled as abusive language. For 
both scenarios, they use the word n-gram and char 
n-gram features with the NB, SVM and RFDT 
algorithms as classifiers. The word n-gram used is 
the word unigram, word bigrams, word trigrams and 
the combination of all. While the char n-gram used 
is char trigrams, char quadgrams, and also all 
combinations. 
 
As the results can be seen in Table 2, for the first 
scenario, NB with the word unigram and bigrams 
features give the highest F1-score with a value of 
70.06%, followed by NB with the features of word 
unigram and word bigrams and word trigrams 
(69.64%) and NB with char quadgrams (69.55%). 
And for the second scenario, it can be seen that NB 
with the word unigram feature provides the highest 
F1-score results with a value of 86.43%, followed 
by NB with char trigrams and char quadgrams 
(86.17%) and then followed by NB with the word 
unigram and word bigrams features (86.12%). From 
both scenarios, the NB performs better than SVM 
and RFDT to classify tweets.  It also shows that 
using the word unigram and the word n-gram 
combination features giving better results. 
 
5. CONCLUSION AND FUTURE WORK 
 
Text classification can be used to detect negative 
content in sentences written on twitter. The detection of 
negative content is an interesting object of research 
because various languages in this world have their 
uniqueness. For Indonesian sentences, research that has 
been done is still rare. Besides being rare, writing 
Indonesian Twitter content, often in the form of mixed 
words between formal words and slang words. In 
addition to using mixed languages, another challenge in 
processing text data on Indonesian twitter is: repeating 
many vowels, removing vowels, replacing consonants 
that have similar sounds, replacing letters with numbers 
that have similar shapes. 
 
For the classification of the Indonesian news websites, 
NB is better than SVM. On the classification of 
negative and positive words, in this case, limited to the 
pornographical words found on Indonesian twitter and 
web, SVM produces better results than NB with TF-
IDF feature extraction with a combination of unigram, 
bigrams, MCP and MCNP and with vary the 
composition of training and testing data. But 
conversely if only using TF-IDF and unigram feature 
extraction and changing the composition of training 
and testing data, NB gives better results. 
 
And to recognize informal words or written in slang or 
other informal word forms, it is necessary to match the 
slang dictionary which must be included in the next 
research. The new dataset is also needed to recognize 
expanded negative words not limited to pornographic 
words only. And the feature extraction here also needs 
to use the word n-gram or char n-gram. With the 
research that has been achieved, by improving the 
dataset and using word n-grams and char n-grams, it 

shows that the Naive Bayes algorithm is better than 
SVM and followed by the RFDT. Henceforth this 
research still needs to be refined regarding the 
completeness of the slang dictionary, the use of foreign 
languages, and the replacement of consonants that have 
similar sounds that are often written by Indonesian 
twitter users, so that the performance of the algorithm 
can be improved. 
 
In addition to the classification of text in two languages 
compared, or on the classification of multilingual data, 
for example, Indonesia and English, the same 
algorithm can produce different accuracy. This is 
influenced by the grammar factors of the two languages 
that are very unique and different. 
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