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Abstract: The model developed considers the uniqueness of a data-driven binary response (indicated
by 0 and 1) identified as having a Bernoulli distribution with finite mixture components. In social
science applications, Bernoulli’s constructs a hierarchical structure data. This study introduces
the Hierarchical Bernoulli mixture model (Hibermimo), a new analytical model that combines the
Bernoulli mixture with hierarchical structure data. The proposed approach uses a Hamiltonian Monte
Carlo algorithm with a No-U-Turn Sampler (HMC/NUTS). The study has performed a compatible
syntax program computation utilizing the HMC/NUTS to analyze the Bayesian Bernoulli mixture
aggregate regression model (BBMARM) and Hibermimo. In the model estimation, Hibermimo
yielded a result of ~90% compliance with the modeling of each district and a small Widely Applicable
Information Criteria (WAIC) value.

Keywords: Bernoulli mixture model; finite mixture; Hamiltonian Monte Carlo; WAIC

1. Introduction

The Bernoulli distribution is frequently used for data mining, particularly for text
analysis, and it has been improved into a mixture model called the Bernoulli Mixture Model
(BMM) [1]. The BMM evolves on the basis of the mixture distribution, representing data
PA tterns from a data-driven analysis perspective [2]. The expansion of BMM was discussed
by Grim et al. [3], @@nzalez et al. [4], Juan and Vidal [5,6], Patrikainen and Manilla [7],
Bouguila [8], Zhu 1. [9], Sun et al. [10], Tikka et al. [11], Myllykangas et al. [12], and
Saeed et al. [13]. This research proposes a model by considering the uniqueness of binary
response data (0 and 1) identified as having a Bernoulli distribution with finite mixture
components that can be applied in the area of social science.

The uniqueness of the data-driven distribution of a Bernoulli mixture when applied to
social science concentrates on tracing the relationships between the units of observation and
the social environment. Social science concepts emphasize that units are correlated with
social communities. The units are affected by the characteristics of the social environmentin
which they are located [14]. In general, social units and districts are united in a hierarchical
system to build a hierarchical data structure. The hierarchical data structure implies that the
unit-level has a nested structure or is clustered at the district level. The information at each
level in a hierarchical data structure must be statistically analyzed simultaneously [15,16].
The hierarchical model aims to measure the response variables explained by the explanatory
variables at each level of the hierarchical data structure [17]. Additionally, Ringdal [15],
by accounting for individual membership in the area/environment, aimed to make the
expected inference.

This study develops the Hierarchical Bernoulli mixture model (Hibermimo). g5
model combines the concept of a hierarchical structure with the BMM, considering the
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uniqueness of data. In Hibermimo, the binary or dichotomous response variable must use
a link function in the estimation process. We fit the logit link function in a Level 1 model,
linking the linear predictor and the Bernoulli mixture distribution. One study using BMM
with this link function has been performed by Suryaningtyas et al. [19], which discussed
scholarship classifications using Bayesian MCMC.

Hibermimo analysis performs well in complex models. Parameter estimation for
Hibermimo using the clas@Eh! (frequentist) approach is insufficient. Recently, there has
been strong interest in the Hamil{hian Monte Carlo algorithm with No-U-Turn Sampler
(HMC/NUTS) for implementing the proposed model. Here, we provide a simple syntax
for the computation of the model using the Stan program. Stan, a probabilistic program-
ming language for specifying statistical models, allows full Bayesian inference using the
HMC /NUTS strategy, an adaptive form of sampling [20]. This research aims to study the
theoretical and computational estimators of the Hibermimo two-level parameters with an
approach using the HMC/NUTS algorithm. Furthermore, we also empirically studied the
application of Hibermimo in social science in the case of Bidikmisi in East Java Province.
Analytical Hibermimo compares its effectiveness with the Bayesian Bernoulli mixture
aggrate regression model (BBMARM) using WAIC.

The restof the study is structured as ffifows. Section 2 describes the Bernoulli Mixture
Model and the likelihood. We provide a directed acyclic graph (DAG) as a graphical
model to illustrate the relationships between the data used with parameters and prior
distributions at each hierarchy PEjl. In addition, we present a prior assuffgption at the
micro-level and macro-level and the form of the joint posterior distribution. The parameter
estimation method of the Hierarchical Bernoulli Mixture Model using the Hamiltonian
Monte Carlo algorithm is given in Section 3. This section also applies models to the
unique binary responses of the Bidikmisi scholarship data (0 and 1), identified as having a
Bernoulli distribution w E}finite mixture components. Section 4 discusses the performance
of the best models, and Section 5 presents the conclusions and addresses future research
in Hibermimo.

2. Materials and Methods
2.1. Bernoulli Mixture Model

If a random sample Y derived from unit 7 at level j includes binary response data
(0 and 1), it could be identiﬁ as having a Bernoulli mixture distribution. The vector
y=[wi v - Yum ]T, i=1,2,...,nj=1,2,...,m can contain a finite number of
C mixed groups with the proportion @ = (my, m2,..., mc) with ):(C: . = 1. The density
functions for the finite mixture model (FMM) of ¥ were presented by McLachlan and
Peel [21]. The finite Bernoulli mixture model (FBMM) for the | number of components can
be rewritten as: c
p(yylw) = X 7 pe (vij0ic)
cEl - (])
— Yij _fa.. -
cg'l e Bf;r (] Bfgr) ;
where w = (7,0), = (711, 73,...,71c ), and © = (8;1, 62, . - ., Oijc ). Bijc is the parameter
distribution of the Bernoulli mixture with the probability of success of the i-th unit at the
j-th level of the c-th mixture component. [dentification of each data uniti to be classified
as a member of the mixture components in BMM as in (1) must use a latent variable, z.
The working scenario is that there is an indicator vector z; which can classify y;; into |
different numbers of mixture components. This latent variable, therefore, would consist of
defined vector latent membership. The complete likelihood of BMM would be as shown in
Equation (2).
m n O

PC(Y;Z|°U} = HHH |:?T( Bf'j(‘y” (] — ij(')l_yl.j]:f(; (2)

j=li=1c=1
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to estimate the model, we can then obtain the marginal density function of p(z|7) and
ply|z,8) from the decomposition of the likelihood function in Equation (2).

2.2. Directed Acyclic Graph of Hibermimo

Directed acyclic graph (DAG) is a graphical model representing the relationships
between the data used and parameters, and the prior distributions at each hierarchical
level in the analysis using the Bayesian approach [22]. The Hierarchical Bernoulli mixture
model (Hibermimo) DAG using the Bayesian Hamiltonian Monte Carlo algorithm shows
the position of the hyperprior hierarchy level and the relationships among the prior
distributions for the micro- and macro-model parameters independently at each level.
The DAG of the two-level Hibermimo is presented in Figure 1.

Tiylqk Hiylaks Tlylquez Hpy)qkz

District-j

=

Xy

¢ o
=1toN

J=lto M

Figure 1. DAG of two level Hibermimo with two finite mixture components.

The notation y;; in Figure 1 is defined as the binary response of the finite Bernoulli
mixture distribution (for every unit i of the observation data for district j) with two
components, i.e., Bernoulli Component 1 (#;;;) and Bernoulli Component 2 (). The
indicator vector z classifies the data in the mixture according to the component criteria. The
proportion of mis set as Dirichlet distribution, and the hyper-parameters of the Dirichlet
prior are expressed as a. Each Bernoulli mixture component, 8;;; and 6, is supposed to be
influenced by X}, at the micro-level and by covariate W; at the macro-level. Furthermore,
Yokt and 7y are i:)arameters at the macro-level with a normal conjugate prior distribution.
These two parameters will build a linear combination of covariates at the macro-level W;,
represented as jt(g;1 and ji (g This can explain the variability of the parameters at the
micro-level, i and fyp.
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2.3. Prior Distribution of Hibermimo

The DAG of the two-level Hibermimo in Figure 1 shows the relationships between the
distribution of the prior parameters at the micro- and macro-levels, which are independent
to avoid the high collinearity between the predictor variables in two-level Hibermimo
modeling [23,24]. At the micro-level and macro-level, the prior distribution integrates the
conjugate, informative, and pseudo-informative priors [23].

The following prior assumptions are imposed:

Brjc ~ N (V:p:kua%{;'kc)’ ©)
Yok ~© N (Vﬁﬁqk«”‘ﬁr akf)’ @
Tlglke ™ Gamma (a rmlkf,brmlkc]. (5)

Equation (3) denotes the pseudo-informative prior at the micro-leffEd for By, set
as a normal distribution. The macro-level prior Yoker § = 0,1,...,0, k= 0,1,... K
c=1,2,...,Cin Equation (4) adjusts the normal distribution corresponding to the con-

jugate prior for the micro-level parameter pgy with a mean of p, | and a variance

of o2 = —L _ Thus, Equation (5) Tg)ke emphasizes the parameter at the macro-level,

[Vake ™ Toghe
which is the prior precision of B. Based on Figure 1, the precision parameters /5 and Tjg o
have a gamma distribution, the conjugate priors for the stochastic micm—le\!él'parame'férs

Brj1 and Py

2.4, Posterior Distribution of Hibermimo

The process of estimating parfiffleters using Bayesian Hamiltonian Monte Carlo fo-
cuses on the posterior distribution. The joint posterior distribution of all parameters, given
the data, is considered proportional to the Bernoulli mixture’s distribution likelihood with
the symmetric link function “logit” and the prior joint distribution of each hierarchy level.

The symmetric link in the two-level Hibermimo in the micro-model manages the
relationships between the average of 8. and the micro-predictor variables X;;;.. The
micro-model’s representation of the Hibermimo binary response using the symmetric link
function, based on Guo and Zhao [25], is written as:

0. K
log _Gc — | = Bojc + Y Bric Xaije- (6)
1 9’3“ k=1

where fgjc is a random intercept for the j-th level of the c-th mixture. Directly from
Equation (6), we can obtain 6;;; as follows:

exp (.B(]jc + L1 Be ka'jc)
ije

1 K (
1+4exp (ﬁ(]jc + Yo BrjcXkije

where Xj;;; is the k-th predictor variable at the micro-level of the i-th unit at the j-th level

of the c-th mixture. The formation of a macro-model is carried out for each regression

coefficient as the k-th response using predictor variables in the macro-model. For the ¢-th

mixture component at the macro-level, the model is as follows:

Q
Boje = Yoke + Zq—l Yake Waje + tkjer (8)

where gy, is the random intercept for the g-th unit in the c-th mixture at the macro-level,
and Ygkc 1'5 parameter coefficient for the g-th macro-predictor variable in the parameter
coefficient for the k-th micro-pffictor variable in the c-th mixture. The predictor variable
for the 4-th macro-predictor at the j-th level in the c-th mixture for the macro-level is Wy,
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and uy;, is the residual for the j-th level in the ¢-th mixture at the macro-level, which is
assumed to have the distribution N ((J, 175) Conceptually, based on DAG in Figure 1, the
Hibermimo has the parameter  for the micro-level model, while the parameters at the
macro-level include Tig) and y. Therefore, with the FEMM in Equations (1), (2), (7), and (8),

0= (B, g y) is a Hibermimo parameter. We now have a log-likelihood function for the

Hibermimo given by:

mooH

Inpc(y, zjw) = Z Z Z ‘-ic‘{lnﬂc+jfilngif£ ( *yr'j) 1“(] *gr‘jc)}- 9)

J=li=l¢=

The likelihood function in Equation (9) contains the parameter (3 at the micro-level and
two hyper-parameters 7|5 and y at the macro-level. Estimating the two-level Hibermimo
maodel’s parameters requires an iteration method to maximize the likelihood in Equation (9),
which is a function with a non-closed form. The two-level Hibermimo of the parameters can
be estimated using the Bayesian method involving the prior and hyper-prior distributions
of each model level.

The prior distributions for B, Tig) and y that we used here are defined as follows. The
prior distribution of parameter 3 in the micro-level model applies the following:

o
p(B) =TT 11 11 p(Bc)
cElj=1 Jc; (]U)
it Tiglkie 2
~IT1 n{ };’f,fexp[ L= (ﬁk;c—y;ﬁ;m) }}
=1j=1k=0
Furthermore, the macro-level prior distribution for parameter - is given by
C Q
ply) = rﬁ[ IT p('}'q}\r)
c=1k=0q-0 (1)
« 1 I1 ﬁ{r_l,f_zk exp[ lrl:m ({T‘?j‘f IM{){_m)z]}.
e=1k=0g-0 | 7% :

The prior distributions for parameter at the macro-level model, which is defined

as p (T',ﬁ' ;‘T) using the gamma distribution, can be written as:

P(T'ﬁj) = (I_I] J1C1_[(] p (T',B'kc)
]E[ ]5[ gk [ rl.filk'] (12)
o —371"', Bk exp | — 12
c=1k=0| b e TBlker, ke (Blke P T[plke
c K
0(]_[ H{TI(;A T[B]ke exp[ pkr.]}
c=1k=0 l.filk

According to Equations (9)-(12), the joint posterior micro- and macro level parameters
can be expressed as:

0]
p(dly z) «prly. zlw) p(wly, Tg) pv. 7)), & = (W, v, 7). (13)

A Bayesian framework states that the observationalfffita come from a probability
distribution defined by unknown parameters. Therefore, the prior distribution of all the
parameters in the hierarchical model needs to be determined before the estimation process.
Prior determination of the two-level Hibermimo model’s parameters follows a two-phase
process using the two-stage prior.

The first phase determines the Stage 1 prior based on the micro-level model. According
to Equation (13), we use the notation p; ("Uh'f":ﬁ ). The second phase is carried out by
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determining the Stage 2 prior for the macro-level parameters y and Tl The Stage 2 prior
is denoted pa(y, T/ B ). The proportional posterior distribution with a two-level Hibermimo
model is, therefore, based on multiplication of the likelihood and the Stage 1 and Stage 2
priors, given by:

9]
pLly.zlw) pi(wly, ) p2(v.7g)

LZ) = 14
pldly,z) y.2) (14)
where li(y, z) is a total probability distribution function, which is written as:
a
h(y,z) = / . [PL(Y,Z|w} pi(w|y, Tg) p2(Y, 75 )BT Y (15)

h(y,z) is a constant of normality that does not depend on the model parameters that
guarantee Equation (14) as the density. As a result, according to Equations (10)—-(12), the
[ZAt posterior distribution in Equation (14) with priors that are independent of each level
can be rewritten as:

p(blyz) PL(lelfU}?“-’lY"‘ﬁ)pmp(Tﬁﬁ)

m o n C v 1—y;;] e
« TJITITI [?Tc Bij” (1 — y5c)” ]

j=li=lc=1

C m K . 2
1/2 i o

. rl:[ljl:ll kl:[(l{T:ﬁ:k"f exp[ z (ﬁk‘rc Hﬁ'hc) ]} (16)
cC K 2 Tl 1 2

* T T1 ]_[{I-U-Z, ex [——“"-”“ o — Uik ]}
= 1F=0 40 [¥lgke P 2 (IY’?j“ IH_’)‘.‘?M]
c K af[mk-_l T ke

X IT TT4 Tigee P exp|—p =] t.
e=Tk=0 L "~ 1B ]ke

2.5. Hamiltonian Monte Carlo (HMC)

The Hibermimo parameter estimation process utilizing a Bayesian approach using
Stan coupled with HMC algorithm is given in the following steps:

Step 1. Specify the likelihood function of the Bernoulli Mixture Model pc(y, z|w).
Step 2. Determine the prior distributions of Hibermimo: p(B), p(y), and p(tg ).
Step 3. Perform the first derivative of the In-posterior for each Hibermimo parameter

Alnp(glyz) _ dnplw,yryglye) dnplw,y,tylye) dnplwytglyz) .
T 7w , Iy , Ity F b = (w,y, 1)

C requires the gradient of the In-posterior s density. In practice, the gradient
munbe computed analytically [26,27].

Step 4. Set the initifl] value of the parameter ¢", the diagonal mass matrix I, the leapfrog
integration step size € (indicating the leapfrog step jumps), the number of leapfrog
integration steps L, and the number of iterations t.

Step 5. Perform the parameter estimation of Hibermimo using the HMC algorithm;
Algorithm 1 contains a pseudo-code for an implementation of the Hamiltonian
algorithm for Hibermimo.

Step 6. Monitor and evaluate the convergence of the algorithm.

Step 7. Plot the posterior distribution of Hibermimo.

Step 8. Obtain a summary of the posterior distribution of Hibermimo.
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Algorithm 1 The Hamiltonian Monte Carlo for Hibermimo.

1: Initialize ¢°
et €,L,t,1
3:fori=1to N samples do

4: draw p(oﬂ'uN( #Sample momentum variable from a normal distribution
5: ( gﬁ, pgﬁ) #Calculate Hamiltonian before leapfrog integration
6: for j=1to L samples do #Leapfrog integration

: © g0 42 ne(e)1yz)
7 e I

f+3 2 a4

. () () -1,(t)

8: '1’;-% < ol+er e
® dln p(dr(.”lly-Z)

. © 0 _« I3

9: Pjrr T P77 641(_“12
143
10: end
11: [q:i‘), piﬂ) #Calculate Hamiltonian after leapfrog integration
12: draw u~Uniform[0,1] #Generate a uniform random number ue[0,1]
] (o= (pi)

13: compute b = @ Dlya) (pT)
14: if u < min(b,1) then
15: | ¢ = ¢l
16: end
17: end

HMC adopts a concept from physics to contain the local random walk performance in
the Metropolis algorithm, which allows it to move much more quickly through the target
distribution. HMC, which combines MCMC with a deterministic simulation method, is also
called hybrid Monte Carlo. A multivariate normal distribution, p, which is a ‘momentum’
variable, is added by HMC for each component ¢. Both ¢ and p are then updated together
in a new Metropolis algorithm, in which the jumping distribution for ¢ is determined
mainly by p. Set the diagonal mass matrix I, the leapfrog integration step size € (indicating
the leapfrog step jumps), the number of leapfrog integration steps L, and the number of
iterations t. HMC has several steps of the iteration process described through the flowchart

in Figure 2. a
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Initial In-posterior ¢

Simulate Momentum Yes Accept
YN0 B e gl
p e pi
Leapirog : :
Integration Starting Posi tion No
I:\.I‘ :Lg'd plrog [ep:ieﬂ
¢§‘:‘ - B D
Poo=p Pl o gD

.

Leapfrog Inlegration

Loopover L sleps

Calculate Hamiltonian

Simulation Complete

b =@ Y

after leapirog integration
(®".p")
compute

P z)f (o)
oty fipt )

increment

[=1+1

Figure 2. Steps of the Hamiltonian Monte Carlo.

3. Results
3.1. Parameter Estimation of Hibermimo

The most challenging part of undertaking a Bayesian analysis is estimating the
Bayesian model. The main difficulty is to analyze the statistical models with an appropriate
algorithm and determine the prior knowledge for a specific model under consideration.
Each parameter of the hierarchical model’s estimated value can be assigned after all the
relevant priors have been given [28].

Parameter estimation for Hibermimo is calculated using the Bayesian HMC algorithm
approach. Bayesian statistical analysis, in general, uses MCMC for fitting a wide range of
complex models. MCMC produces a summary and diagnostic statistics by storing MCMC
samples from the corresponding posterior distributions in output datasets for convergence
analysis [29].

An alternative MCMC method, HMC [30-32], has grown increasingly popular because
the algorithm's novel properties can yield much better performance for general hierar-
chical models. Hibermimo, a complex Bayesian model, requires an HMC algorithm that
corresponds to an MCMC technique. This algorithm combines the Metropolis Monte Carlo
approach [33,34] and the Hamiltonian dynamics [35,36]. One of the MCMC algorithms
applies the adaptive sampling extension No-U-Turn Sampler (NUTS) in some estimation
programs. This research used Stan, a general-purpose software platform for fitting arbitrar-
ily complex Bayesian models of the Hibermimo type that allows full inference using the
HMC /NUTS strategy. Recently, both algorithms were included in Stan [37], making it an
essential program with high-performance statistical computation for specifying a Bayesian
model by counting the log of a probability density function.

3.2. Application

This section discusses the performance of Hibermimo applied to the Bidikmisi schol-
arship empirical case, which is a prototype of the district of East Java Province in 2015.
We used social science data, with unique binary responses (0 and 1) identified as hav-
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ing a Bernoulli mixt@f distribution with a finite number of mixture components. This
dataset was collected from the Ministry of Research and Technology and Higher Education
database through the Bidikmisi Division. We set the Bidikmisi scholarfflp recipients as the
micro-level data. Moreover, data on the social welfare indicators and statistics on people’s
welfare for the East Java Province in 2015 were used for the macro-level data.

Explanations of the pre-processing identifffation technique used to construct the
Bernoulli mixture distribution at the micro-level, the response variable (Y'), and the predic-
tor variable at the micro-level (X) were provided by Iriawan [2]. However, we changed the
data scale for the predictor variable X1, (fourth-semester ranking) and X3 (ff{Ei-semester
ranking) into a ratio scalffifThe list of district characteristics, which were used as predictors
at the macro-level (W), is presented in Table 1.

Table 1. Predictor variables at the macro-level.

Variable Description Data Scale
Wy Percentage of the poverty population 43 il8)
Wa The average extent of school Ratio
W3 Percentage of population aged 19-24 out of school Ratio

Percentage of households with roofs made from asbestos/zinc +

Wy bamboo /wood + straw /fiber/leaves/ other it

Wy Percentage of households with wooden walls Ratio

W Percentage of households receiving subsidies Ratio
Percentage of households receiving insufficient student aid for high .

W Ratio
school students

Wi Percentage of households whose members have accessed the Ratio

internet in the last 3 months

Modeling of the Bidikmisi scholarship grantees with the district characteristics data
was performed computationally by including the DAG Hibermimo structure into the
program code. The modeling was carried out by using the Bayesian Bernoulli mixture
aggregate regression model (BBMARM) and Hib@mimo. Both models were analyzed using
Stan and applying the HMC/NUTS algorithm. The significance of the model parameters
was tested by using a credible interval, and the formation of a confidence interval was
calculated by the highest posterior density (HPD) approach [22,24,38,39]. The estimated
BBMARM was directly compared with the performance of Hibermimo.

7
321 gayesian Bernoulli Mixture Aggregate Regression Model

The Bayesian Bernoulli Mixture aggregate regression model (BBMARM) was estimated
by using the micro-level predictors coupled with the macro-level predictor variables
together as one level. In this research, the analysis of the BBMARM design with the
predictor variables involved both categorical and continuous variables, 22 dummy, and
12 continuous variables. Dummy variables were used in BBMARM to capture the influence
of the categorical variables. The estimated parameters of this model produced as many as
35 parameters for each mixture component. We fitted BBMARM by using Stan with three
chains running for 3000 iterations each. Stan automatically used half of the iterations as a
warm-up and the othefflalf for sampling [37]. The estimation results of Stan programming
for BBMARM showed compatibility with the MCMC properties, i.e., they were irreducible,
aperiodic, and recurrent. The monitoring convergence visually presented in the diagnostic
plot includes historical plots, autocorrelation plots, and density plots [40]. The estimated
parameters of BBMARM are provided in Table 2.
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Table 2. Estimation parameters of BEMARM.

Parameters Mean 2.5% 50% 97.5% n_eff Rhat

m 0.704 0.698 0.711 0.724 8717 1
T 0.296 0.276 0.295 0315 8717 1
Bn 0.983 0.976 0.983 0.990 9511 1
B 0.995 0.988 0.995 0.998 10,123 1
b1 0.040 0.028 0.040 0.051 2970 1
B12 0.025 0.015 0.025 0.034 4253 1
Bn 0.025 0.015 0.025 0.035 3983 1
Bm —0.026 —0.035 —0.026 —0.016 3649 1
Baat 0.176 0.162 0.176 0.190 2755 1
Bax 0.018 0.005 0.018 0.030 2404 1
Ban 0.095 0.082 0.095 0.108 3246 1
Baw —0.016 —0.042 —0.016 0.011 3896 1

Samples were drawn using NUTS. For each parameter, n_eff is a crude measure of the effective sample size, and
Rhat is the potential scale reduction factor on split chains (at convergence, Rhat = 1).

11

Table 2 presents a summary ufge parameter estimation results of BBMARM. The
values of the)cles Bo1 and P2 denote the intercept of the mixture components 1 and 2,
respectively. The significance of the BEMARM regression model parameters was tested
using a credible interval. The estimated parameter is supposed to be not significant when
zero s inside the credible interval.

Based on Table 2, the characteristics of Bidikmisi acceptance that had a Egnificant
effect on the mixture of Components 1 and 2 are the mother’s occupation (X;), ownership
of family homes (X5), the land area of family homes (X;), the exterfgpf family residential
buildings (X7), ownership of toilet and washing facilities ( Xg), the number of families in
the household (X)), city distance (X;;), and fourth-semester ranking (X,). The district
characteristics that significantly influenced each mixture component were the percentage
of households receiving subsidies (Ws) and the percentage of households whose ff#mbers
had accessed the internet in the last 3 months (Wy). The BBMARM for two mixture
components can be formulated as follows:

c
):] T Pe (Yilbic)

o=
=y p1 (Yil6in) + 712 pa (vil6i2)
= 0704 py (yi|6n) +0.296 p2 (y]6i2).

plylw)
(17)

where #;. is an appropriate set of parameters with a Bernoulli distribution [41]. For the
binary response, based on Kay and Little [42], we used the linearity property of the
predictor “log” link function to connect the mean of 8;. in concert with the micro-level
predictor variables. The BBMARM for the probability mass function p. (yi|6;;) can be
written as:

Pe (yi]6ic) = 6i¥ (1 — Bic) ' Y
forc=1
T Fll f— —_— s s
log [1797 = 0.983 + 0.040 dy11 + 0.025 dy21 + 0.058 dy3 +0.095 Wy (18)
andc =2

log[l—i"ﬁg = 0.995 +0.025 dy1> — 0.026 d120 — 0.004 d145 — - - - — 0.016 Wyo
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3.2.2. Hierarchical Bernoulli Mixture Model

The development of a hierarchical model for binary responses was first shown by
Mason et al. [43], Goldstein [44], and Longford [45]. An earlier methodological framework
for fitting a multilevel logit model was developed by Mason et al. [43], which obtained
the maximum likelihood using the Bayes EM algorithm (REML /Bayes EM). Interest in
these methodological and substantive algorithms directly encouraged Bryk and Rauden-
bush [46] and Goldstein [15,44] to extend multilevel models for linear data. Furthermore,
Goldstein [44] implemented a generalized least square algorithm using educational data
to measure the explanatory variables within a hierarchical structure. In supplementary
improvement approximations, Goldstein and Rasbash [47] used the available software
packages VARCL and ML3 to analyze multilevel models with binary responses, which
Rodriguez and Goldman [48] had simulated to highlight the work. Besides, a Fisher scor-
ing algorithm for fitting the general hierarchical model was developed by Longford [45].
Recently, we presented the Hibermimo, appropriating a Bayesian approach with Stan
computation to apply the HMC algorithm.

Hibermimo has been applied for modeling Bidikmisi grantees, an East Java prototype,
with four districts identified for scholarship applicants. The parameters at the micro-level
include 22 dummy and four continuous variables. Moreover, the macro-level has eight
continuous variables. Implementation of the Hibermimo conceptual estimation process
was performed by the DAG shown in Figure 1. Asitisa Currmx Bayesian model, Hi-
bermimo requires an HMC algorithm that is compatible with the Markov Chain Monte
Carlo (MCMC) technique, which combines the Metropolis Monte Carlo approach and the
Hamiltonian dynamics’ advantages. The estimation parameters of the Hibermimo depend
on the effectiveness of Stan software, an essential program with high-performance com-
putational statistics for determining Bayesian models that compute the log of probability
density functions. For the Hibermimo estimation process enabling full Bayesian inference,
Stan used the HMC/NUTS procedure, running three chains with 3000 iterations each.

The estimation result is based on the output of the software Stan, the Hibermimo
running process, obtained to meet the MCMC property’s suitability. Taylor and Karlin [49],
including Boldstad [50], indicate that the convergence meeting strongly ergodic properties
containing irreducible, aperiodic, and recurrent. The MCMC running process is done
by running the iteration process parameter estimation. During the iteration, Stan will
generate a diagnostic plot to monitor the MCMC process’s output that has reached an
equilibrium condition. The indication of achieving this equilibrium condition can be seen
in the graphics diagnostic plot’'s grammar [51] and analyzed CODA diagnostic [52-55].
A visualization is a pivotal tool for Bayesian data analysis that can be used for setting
up an initial prior value, ensuring the algorithm’s credibility, monitoring, and evaluating
convergence of the algorithm to obtain Bayesian inference. Further, the visual of the
graphics diagnostic plot is shown in Figure 3.

As shown in Figure 3, Stan can be enhanced by ggmcmc with the ggplot2 package
with the aim of including the design and implementation of MCMC diagnostics, allowing
Bayesian inference users to have better and more flexible visual diagnostic tools [56]. The
diagnostic plot shows the monitoring of the estimation process of Hibefflimo's three chains
of 3000 iterations each. The chains are displayed in different colors: red (Chain 1), green
(Chain 2), and blue (Chain 3).
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Figure 3. The graphics diagnostic plots of HMC sampling of Hibermimo: (a) serial plots of the parameters; (b) autocorrela-
tion plots of the parameters; (¢) density plots of the parameters; (d) density plots comparing the whole chain (black) with
only the last part (green).
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The serial plot of 3000 iterations, half as a warm-up and a half for sampling, generated
Hibermimo estimates. The process of the sample products in the MCMC process showed
no extreme values. As seen in Figure 3a, the serial plot shows random values with a pattern
that tends to be stationary and random. Moreover, the aperiodic properties can be displayed
by the serial plot pattern of the characteristics. Recurrence is illustrated by a serial plot
showing stable parameter samples in a particular value domain. The autocorrelation plot
in Figure 3b strengthens the evidence that the resulting sample of Hibermimo parameter
estimates are random, indicated by the lag value, with only Lag 0 being close to zero at the
subsequent lag. The density plot in Figure 3, which is visually symmetrical in shape for
each chain, shows that the density estimation results for Hibermimo with three chains of
1500 iterations have a normal distribution. Based on the MCMC diagnostic plot, it can be
concluded that the parameter estimation process has reached convergence. A convergence
analysis with CODA diagnostic parameter estimation of Hibermimo with three chains and
1500 iterations found that a stationary test for all mixture parameters were “passed” as
specifically convergent, based on Gelman—Rubin [52] diagnostics. Meanwhile, for Raftery—
Lewis diagnostics in CODA [53], all parameters had a dependency factor (DF) of <5 in each
chain, indicating a convergent condition. Moreover, by using the visual structure graphic
diagnostics of Hibermimo, we obtained the “memc_pairs” function, which can also look at
multiple parameters, including fy;., ¥y, and Tg)ke- A square plot matrix with univariate
marginal distributions along the diagonal as histograms and bivariate distributions of the
diagonal as scatterplots is shown in Figure 4.

ﬁlll

- e
0.70.750.80.850.9

0.90 T(g111

085

0.80

0.75
0.70

02 09 10 11 0.70809101.112 0.65.700.750.800.850.90

Figure 4. Graphic of the function “memc_pairs” for By;., Vg, and Tigj. provided for the prototype
nodes 111, 7111, and Tjg -

The univariate histograms and bivariate scatterplots for selected parameters in Figure 4
were used for identifying collinearity. As can be seen, the dots on the larger bivariate plot
indicate that there are no correlating variables between the micro- and macro-levels. Fur-
thermore, we can fit the Hibermimo because there is no indication of multicollinearity in
each hierarchical level.

The Hibermimo parameter significance test, alvo-level hierarchical model, uses a
credible interval based on the Koop hypothesis [39]. If the credible interval contains a zero
value, it concludes that the hypothesis can be rejected, which means that the estimated
parameters are not significant. Table 3 shows that the estimation results of Hibermimo for
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the micro-level parameters in component Mixture 1 and Mixture 2 that are not significantin
all districts are the variables X1, (fourth-semester ranking) and X3 (fifth-semester ranking).
The parentheses below the estimated mean values denote the standard deviation of each
beta parameter. Moreover, all the characteristics of the students applying for the Bidikmisi
scholarship were significant in the four districts. This means that the characteristics of
the Bidikmisi registration forf had a significant effect on the acceptance of Bidikmisi
scholarships in each district. Based on Table 3, the Hibermimo model for two mixture

components can be formulated as follows:

c
Plylw) = )—:1 7 pe (Vi }95;.:)

=T P [yfj“;f;]) + 13 P2 (%;quz) 19)
= 0714 p1 (yijBij1) +0.286 p2 (1642
Table 3. Estimation parameters of the Hibermimo micro-level model.
P ‘ Districts of Micro-Level Mix-1 Districts of Micro-Level Mix-2
arameter Bangkalan Sampang Pamekasan  Sumenep Bangkalan Sampang Pamekasan  Sumenep

0.943 0.944 0.942 0.943 0.607 0.610 0.608 0.608

Po (0.042) (0.065) (0.048) (0.030) (0.040) (0.046) (0.093) (0.087)
0.358 0.358 0.359 0.359 0.129 0.129 0.128 0.129

pr (0.012) (0.019) (0.036) (0.012) (0.076) (0.033) (0.072) (0.040)
0.052 0.051 0.051 0.051 0.284 0.286 0.285 0.285

P2 (0.031) (0.030) (0.037) (0.013) (0.024) (0.018) (0.035) (0.077)
0.144 0.145 0.146 0.145 0.364 0.363 0.367 0.366

Ps (0.047) (0.018) (0.010) (0.017) (0.052) (0.019) (0.018) (0.083)
0.283 0.284 0.284 0.283 0.425 0.429 0.428 0427

Pa (0.059) (0.038) (0.011) (0.074) (0.018) (0.025) (0.024) (0.017)
P 0.243 0.246 0.243 0.243 0.390 0.391 0.390 0.391
3 (0.090) (0.020) (0.019) (0.037) (0.013) (0.085) (0.017) (0.013)
0.444 0.447 0.447 0.446 0.355 0.357 0.355 0.355
Pe (0.029) (0.046) (0.048) (0.046) (0.027) (0.051) (0.018) (0.074)
0.161 0.162 0.162 0.161 0.331 0.332 0.331 0.331
Pz (0.068) (0.033) (0.010) (0.014) (0.020) (0.014) (0.014) (0.014)
0.208 0.209 0.209 0.208 0.286 0.287 0.285 0.286
P8 (0.035) (0.014) (0.093) (0.011) (0.063) (0.013) (0.016) (0.013)
@ 0.241 0.242 0.242 0.242 0.037 0.038 0.037 0.037
(0.093) (0.035) (0.021) (0.013) (0.023) (0.006) (0.028) (0.010)

0.424 0.427 0.424 0.424 0.082 0.083 0.080 0.082
Bro (0.010) (0.034) (0.087) (0.015) (0.001) (0.001) (0.002) (0.004)
0.104 0.106 0.103 0.103 0.116 0.117 0.115 0.116
fu (0.077) (0.014) (0.075) (0.094) (0.059) (0.067) (0.078) (0.028)
0.084 0.086 0.086 0.085 0.391 0.393 0.390 0.390
P (0.007) (0.005) (0.008) (0.005) (0.012) (0.015) (0.026) (0.014)
0.092 0.095 0.080 0.092 0.490 0.494 0.493 0.492
Pz (0.004) (0.004) (0.002) (0.002) (0.021) (0.031) (0.020) (0.015)
0.352 0.354 0.351 0.352 0.256 0.256 0.255 0.255
P (0.010) (0.017) (0.030) (0.017) (0.013) (0.019) (0.007) (0.022)
0.181 0.183 0.181 0.181 0.320 0.323 0.322 0.321
Prs (0.001) (0.008) (0.007) (0.009) (0.009) (0.007) (0.016) (0.091)
0.583 0.587 0.584 0.584 0.108 0.108 0.110 0.109
Bre (0.017) (0.013) (0.028) (0.020) (0.071) (0.090) (0.023) (0.086)
0.231 0.233 0.232 0.232 0415 0.420 0407 0.411
Pz (0.011) (0.010) (0.063) (0.089) (0.065) (0.016) (0.013) (0.011)
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Table 3. Cont.

P ; Districts of Micro-Level Mix-1 Districts of Micro-Level Mix-2
arameter Bangkalan Sampang Pamekasan  Sumenep Bangkalan Sampang Pamekasan  Sumenep
0.083 0.084 0.084 0.083 0.169 0.166 0.170 0.169
P1s (0.001) (0.002) (0.004) (0.003) (0.043) (0.013) (0.039) (0.011)
0.185 0.187 0.187 0.186 0.121 0.123 0.122 0.122
Bro (0.013) (0.015) (0.020) (0.016) (0.069) (0.013) (0.066) (0.068)
0.083 0.068 0.059 0.071 0.141 0.140 0.144 0.143
B (0.004) (0.004) (0.004) (0.002) (0.046) (0.029) (0.067) (0.046)
0.412 0.414 0.414 0.413 0.214 0.218 0.211 0.212
B (0.019) (0.020) (0.013) (0.014) (0.014) (0.024) (0.032) (0.071)
0.621 0.163 0.621 0.162 0.096 0.096 0.099 0.097
P (0.058) (0.029) (0.053) (0.060) (0.010) (0.003) (0.013) (0.069)
—0.398 —0.401 —0.398 —0.398 0.285 0.286 0.285 0.285
Bz (0.042) (0.013) (0.008) (0.012) (0.052) (0.011) (0.015) (0.016)
0.526 0.252 0.540 0.254 0.564 0.568 0.567 0.566
P (0.009) (0.017) (0.016) (0.097) (0.072) (0.098) (0.085) (0.090)
0.262* 0.267 * 0.265* 0.266* 0.326* 0.328 * 0.328 * 0.327 *
Bas (0.011) (0.046) (0.011) (0.077) (0.010) (0.047) (0.023) (0.018)
0.596* 0.581* 0.606 * 0.599 * 0.881* 0.885* 0.879* 0.881*
Bas (0.065) (0.034) a).()l‘)) (0.029) (0.064) (0.012) (0.016) (0.019)
Note: * the paraﬁeter estimate is not significant at & = 5%.
2

Hibermifgg}'s posterior summary of the estimation of the micro-level parameters,
including the mean and standard deviation (in parentheses), are reported in Table 3.
The Hibermimo micro-level model for j = 1, Bangkalan City, can be written as follows:

pe (vil0iic) = 603577 (1 - Bﬁjc)l_‘u“
forc =1andj=1

9.
log [ﬁﬁ] — 0943+ 0.358 dyy 1y, + 0.052 dyp(ipy + - +0.596 Xy 0)

andc =2andj=1

log[ééﬁ—z = 0607 +0.129 dy; ;1) + 0284 dyyip) + - -+ 0.881 X300

A summary of estimation results of the Hierarchical Bernoulli mixture model (Hiber-
mimo) for the macro-level Mixture 1 components is presented in Table 4. The parentheses
below the estimated mean value contain the standard deviation of each gamma parameter.
Among the macro-level variables, all model parameters were statistically significant, mean-
ing that socio-economic characteristics of the district influence the probability of students
receiving Bidikmisi scholarships. This study assumes that the aspects of a district generally
affect the binary response. It presumes that the feajres of the macro-level have a posi-
tive relationship with a response. Furthermore, the number of families in the household
(per person) harms the status of the scholarship recipient f§F& Mixture 1 component. As
mentioned, the individual variles included the following: father’s job (X1 ), mother’s job
(X2), father's education (X3), mother’s education ( X;), ownership of family homes (X5),
land area of family homes (Xj), the extent of family residential buildings (X7), ownership
of toilet washing fadlities ( Xg), water source used by the family (Xo), number of families
in the household (per person) (Xy,), city distance (X;;), fourth-semester ranking (X;),
and fifth-semester ranking (Xj3).
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Table 4. Estimation parameter of the Hibermimo macro-level model for Mixture 1 component.

Macro-Level Parameters (*quc]

ﬁk ic
! Yok1 Y1k Y2k1 Y3k1 Yak1 ¥sk1 Yek1 Y7kl Y8kl
0.936 0.002 0.003 0.008 0.001 0.001 0.002 0.010 0.005
Pojt {0.076) {0.008) {0.003) {0.001) (0.003) {0.002) {0.002) (0.002) {0.004)
_ 0.356 0.002 0.001 0.002 0.007 0.001 0.002 0.004 0.007
Bijn (0.011) (0.006) (0.007) (0.005) (0.005) (0.007) (0.009) (0.002) (0.002)
0.053 0.003 0.001 0.002 0.003 0.0001 0.001 0.008 0.002
Bajt {0.004) {0.008) {0.003) {0.001) (0.001) {0.001) {0.002) {0.001) {0.001)
_ 0.142 0.001 0.007 0.001 0.002 0.001 0.006 0.001 0.009
Bajn (0.020) (0.001) (0.010) (0.002) (0.001) (0.002) (0.001) (0.001) (0.012)
_ 0.278 0.002 0.009 0.003 0.003 0.002 0.006 0.003 0.007
Bajn {0.030) (0.003) (0.002) {0.005) (0.004) {0.003) (0.009) (0.004) (0.002)
0.239 0.001 0.003 0.002 0.001 0.009 0.005 0.004 0.006
Bsj1 (0.027) (0.001) (0.003) (0.002) (0.002) (0.001) (0.007) (0.004) (0.007)
_ 0.444 0.004 0.010 0.004 0.015 0.002 0.010 0.010 0.020
Pejn {0.032) (0.005) (0.018) (0.004) (0.011) (0.006) (0.013) (0.009) (0.023)
0.159 0.001 0.007 0.001 0.005 0.002 0.003 0.002 0.002
Brjn (0.014) (0.003) (0.001) (0.001) (0.003) (0.002) (0.003) (0.001) (0.005)
_ 0.203 0.004 0.004 0.002 0.001 0.002 0.006 0.002 0.001
Psjn {0.062) (0.003) (0.008) {0.001) (0.001) {0.001) (0.003) (0.001) (0.002)
0.239 0.003 0.002 0.002 0.005 0.002 0.005 0.004 0.002
Poj1 (0.036) (0.004) (0.002) (0.002) (0.006) (0.002) (0.005) (0.001) (0.002)
_ 0.414 0.018 0.011 0.003 0.007 0.007 0.009 0.003 0.008
Proj1 {0.087) (0.002) (0.002) {0.003) (0.001) {0.007) (0.003) {0.003) {0.010)
_ 0.100 0.007 0.004 0.001 0.002 0.008 0.003 0.001 0.004
Pujt (0.015) (0.001) (0.001) (0.002) (0.003) (0.0004) (0.004) (0.001) (0.005)
0.092 0.002 0.003 0.010 0.005 0.007 0.004 0.002 0.008
Pojn (0.013) (0.001) (0.005) (0.001) (0.001) (0.001) (0.006) (0.001) (0.012)
_ 0.080 0.051 0.005 0.0002 0.001 0.002 0.002 0.008 0.008
Puajt (0.009) (0.007) (0.001) (0.001) (0.002) (0.002) (0.002) (0.001) (0.001)
0.338 0.006 0.005 0.012 0.011 0.005 0.005 0.004 0.002
Fuajn (0.026) (0.007) (0.009) (0.015) (0.017) (0.009) (0.004) (0.003) (0.011)
_ 0.177 0.002 0.004 0.002 0.005 0.007 0.003 0.002 0.009
Pisjt (0.021) (0.003) (0.004) (0.003) (0.006) (0.004) (0.005) (0.001) (0.013)
0.577 0.004 0.005 0.004 0.010 0.007 0.006 0.011 0.020
Prejt (0.015) (0.002) (0.004) (0.003) (0.006) (0.004) (0.006) (0.010) (0.016)
_ 0.226 0.002 0.008 0.004 0.002 0.002 0.007 0.004 0.003
Prrjt (0.013) (0.005) (0.012) (0.002) (0.003) (0.005) (0.005) (0.004) (0.007)
_ 0.080 0.001 0.006 0.001 0.003 0.002 0.002 0.009 0.001
Prsjt (0.006) (0.001) (0.001) (0.001) (0.003) (0.001) (0.002) (0.002) (0.002)
0.181 0.002 0.006 0.002 0.008 0.002 0.009 0.003 0.011
Projt {0.023) {0.003) {0.005) {0.002) (0.009) {0.004) 0.011) (0.004) {0.013)
0.092 0.006 0.001 0.002 0.002 0.005 0.088 0.009 0.003
Paj1 (0.008) (0.001) (0.002) (0.001) (0.002) (0.001) (0.002) (0.001) (0.004)
_ 0.409 0.004 0.012 0.001 0.005 0.002 0.012 0.003 0.004
Pajy {0.029) (0.003) (0.011) (0.002) (0.010) {0.002) (0.010) (0.007) (0.004)
_ 0.158 0.003 0.003 0.003 0.002 0.002 0.002 0.002 0.008
Paji (0.072) (0.004) (0.002) (0.001) (0.002) (0.002) (0.002) (0.001) (0.006)
—0.390 —0.005 —0.004 —0.007 —0.0004 —0.004 —0.006 —0.001 —0.0003
Pyt {0.013) (0.004) {0.001) {0.0003) (0.001) {0.0003) {0.001) {0.000) {0.001)
_ 0.250 0.003 0.009 0.002 0.006 0.008 0.001 0.008 0.004
Paajn (0.035) (0.004) (0.003) (0.003) (0.008) (0.002) (0.002) (0.002) (0.007)
0.254 0.008 0.010 0.004 0.005 0.003 0.003 0.040 0.011
Pasjt {0.019) {0.001) {0.007) {0.003) (0.005) {0.003) {0.003) (0.004) {0.009)
_ 0.657 0.056 0.053 0.044 0.057 0.045 0.001 0.036 0.092
Pasjn (0.024) (0.011) (0.016) (0.009) (0.006) (0.031) (0.049) (0.017) (0.032)
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Empirical studies that have examined the determinants of the uniqueness of a binary
response identified as having a Bernoulli finite mixture distribution in terms of a single
structure have dealt separately with Bayesian Bernoulli Mixture Aggregate Regression
Model and a Hibermimo micro-level model. This study utilized a multilevel model because
the socio-economic features of districts affected the recipients of Bidikmisi scholarship
decisions. Since the dependent variable was binary, Hibermimo constructed two sub-
maodels: the micro-level model dealt with individual variables, and the macro-level model
dealt with district variables.

In the results of the Hibermimo macro-level model for Mixture 1 component, the
proportions of Mixture 1 and Mixture 2 components, respectively, are 0.714 and 0.286. The
Hibermimo of the macro-level model for ¢ = 1 with the coefficient of gamma for Mixture 1
component is specified as follows:

Bojt = 0.936 +0.002 Wy j; +0.003 W1 + 0.008 Wy;1 +0.001 Wy +
0.001 Ws; +0.002 Wgjy +0.010 W71 + 0.005 Wy,
P11 = 0.356 +0.002 Wyj; +0.001 Wyyy + 0.002 Wy +0.007 Wy +
0.001 Wijy + 0.002 Wejp +0.004 Wjq +0.007 W)y, (21)
and for k = 26
Basjt = 0.657 +0.056 Wi 1 +0.053 Wajy + 0.044 W1 + 0.057 Wyj1+
0.045 W51 + 0.001 Wej1 + 0.036 Wrj1 + 0.092 Wy

4. Discussion

The uniqueness of the two mixture components in this study was formed using two
alternative models. The first model used only one level of aggregate regression, specifically
BBMARM, and the second model used a multilevel model, which 1s Hibermimo. Table 5
presents the Widely Applicable Information Criteria (WAIC) values used for measuring the
quality of the best designs. The WAIC successfully demonstrated the prediction accuracy
estimation of the Bayesian model using log-likelihood, which was evaluated in a posterior
Einulation of parameter values. It has several advantages over general estimates, such as
akaike information criterion (AIC) aneviance information criterion (DIC), which are
mainly used in mix{gg¢ modeling [57]. The best model is selected by comparing the WAIC
for each model; the results are presented in Table 5.

Table 5. Selection of the best model with WAIC.

Model WAIC
Bayesian Bernoulli Mixture aggregate regression model (BBMARM) 2392.3
Hierarchical Bernoulli mixture model (Hibermimo) 1218.9

The WAIC value of the Hibermimo is smaller than that of the BEMARM. Hibermimo
has thus demonstrated its ability to support modelling of binary response identified as
having a Bernoulli distribution with two mixture components.

5. Conclusions

In this study, our motivation is to develop a unique data-driven model in its binary
response. The data-driven approach that we developed through combining the concept of
hierarchical structure with the Bernoulli Mixture Model (BMM) has been able to provide
new findings. As a follow-up to our new model design, the Hierarchical Bernoulli mixture
maodel (Hibermimo), both its architecture and computational methods, have been studied
theoretically and empirically. The Hibermimo was compared with the Bayesian Bernoulli
mixture aggregate regression model (BBMARM), both of which were analyzed using
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Stan software with the HMC/NUTS algorithm. Furthermore, to determine the model's
effectiveness, we compared Hibermimo with BBMARM using WAIC.

The Monte Carlo Hamiltonian algorithm with a No-U-Turn sampler (HMC/NUTS)
attracted considerable interest for implementation in the proposed Hibermimo model.
The micro-level of Hibermimo is considered the symmetric link (logit). The logit link
function provides a relationship between the linear predictors and the Bernoulli mixture
distribution’s average utility.

The study has performed a compatible syntax program computation utilizing the
HMC/NUTS algorithm for analyzing the BBMARM model and Hibermimo. In the model
estimation, Hibermimo yielded a result of ~90% compliance with the modeling of each
district. A selection of the best model with the WAIC value showed that Hibermimo was
more able to accommodate the unique data-driven distribution of the Bernoulli mixture.
Hibermimo could capture the phenomenon of mixing between observations in social sci-
ence dimensions, which focuses on tracing the relationship between the unit of observation
and the social environment.

We only compare the performance of Hibermimo with BBMARM because both have
a Bernoulli distribution with a finite mixture, analyzed using the same software and
the same HMC/NUTS algorithm but with different steps. We have not compared the
model with other analytical methods because we focus on the development of novelties
that we find both in terms of the mixture architecture and its computational approaches.
However, based on the uniqueness of the data-driven Bernoulli Mixture that we found, we
compared the Bernoulli Mixture model with several methods based on the achievei@nt of
the accuracy value applied to the problem of distributing Bidikmisi scholarships in
Java. These methods include the BMM, random forest, and SMOTE-Bagging. Based on the
Area Under Curve (AUC) and geometric mean (g-mean) valueffhe BMM using the Gibbs
Sampler algorithm run in Software Open-Bugs performs better than the random forest and
SMOTE-Bagging [2]. For further research, a comparison between Hibermimo with random
forest and SMOTE-Bagging which accommodates the mixture architecture with equivalent
computational methods and analyzed using appropriate assays is highly recommended.

Moreover, the application of Hibermimo to the social science dataset using the sym-
metrical Ifit link function demonstrated exemplary performance. Future research should
consider a flexible link function from a new class of generalized logistic distribution,
namely a flexif§ generalized logit (Glogit) link, based on the simulation research of Prase-
tyo et al. [58]. The Glogit link is likely a good option and could be used in practice due to
its flexibility.
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